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Lab Guidance 

Welcome to this PowerScale Getting Started lab which should not take more than 30 minutes to 
complete. 

PowerScale OneFS sets the standards for file based NAS storage with a powerful combination of 
simplicity, modern design, and flexibility - perfect for resource-constrained IT professionals in all 
companies. 

PowerScale is perfect for a wide range of use case deployments with various workload 
environments. It is designed with multiple node types, six performance and capacity tiers, High 
Performance, Primary, Secondary, Active Archive, Long Term Archive and Cloud.  

With OneFS software, new differentiated features, internet-enabled management, and a modern 
design, PowerScale is where powerful meets simplicity. 

The Dell PowerScale family includes: 

• PowerScale (purpose built): A modern Scale-Out NAS storage solution, engineered from the 
ground-up to meet market demands for flash to cold storage with management simplicity. 

• PowerScale DataIQ (purpose built): Optimized Monitoring, Reporting, Searching, and Data 
Movement software that can run on a Linux system or VMware virtual machine to enhance your 
management of your PowerScale cluster. 

The PowerScale Family offers a complete end to end solution for your NAS storage needs with 
complete File Storage from edge to core to cloud with tools to help you maximize your performance 
of your Dell PowerScale storage solution. 

Lab Module List 

In this lab, you will complete the following: 

• Module 1 - PowerScale Initial Setup and the OneFS Interface (Duration 5min) Basic 
• Module 2 - Scale Out OneFS and SmartFailing (Duration 10) Basic 
• Module 3 - SMB and NFS File Shares, Creation and Administration (Duration 15) Basic 

 

Lab Credentials 

Note 1: This table is for reference purposes, you may not access everything when completing the 
use cases in the lab guide. 

Note 2: The VMs are listed in the recommended shutdown order 

DEMO CENTER

Page 4HOL-0537-01 PowerScale OneFS - Getting Started (OneFS 9.3.0.0)



Network Diagram 

Reference Materials 

For more information about PowerScale Storage, visit our web site: 
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https://www.delltechnologies.com/en-us/storage/powerscale.htm 

Additional information such as white papers, best practice papers, videos and even posting of 
questions can be found at our Community or support site: 

https://www.dell.com/community/Dell-Community/ct-p/English 

https://www.dell.com/support/home 

or join the Dell Customer Slack community 

https://dellcustomer.slack.com 

and post your questions. 
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Module 1 - PowerScale 
Initial Setup and the OneFS 
Interface [Duration 5 mins] 
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PowerScale Initial Setup and OneFS Interface - 
Module Overview 

This module is made up of a single lesson. If you are new to PowerScale it is suggested you do the 
modules in order to learn and yet if you are an existing PowerScale customer and just want to 
explore specific feature, you can run any of the modules in any order. 

Module 1 - PowerScale Initial Setup and OneFS Interface (5 minutes) - Basic - This module will 
describe the OneFS wizard and walk you through the basics of the OneFS UI and CLI. 
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Feature / Did you Know? 

Ease of Installation and use the OneFS way. 

Wizard, GUI to CLI, OneFS has a fast easy way to get your cluster configured and up and running in 
minutes. Once the wizard has your cluster configured, you can administer your NAS using our 
intuitive GUI and CLI making it as easy or as detailed as you like in configuring up your File based 
network attached storage. OneFS clusters start depending on the model of node chosen as either a 
3 or 4 node minimum cluster. 

BENEFITS SUMMARY 

Historically, storage has been a complex, challenging solution that required a dedicated storage 
administrator. 

PowerScale OneFS network attached storage is the answer to powerful file based storage with 
simple and easy to administer that allows a server administrator to handle the role of a storage 
administrator. The OneFS system offers an unmatched efficiency, scalable enterprise NAS solution 
that offers flexibility with security to protect your enterprise data. 
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Lesson Breakdown 

This module contains the following lessons: 

• Lesson 1 - PowerScale Initial Setup and OneFS Interface 
• Conclusion 

In this Module, we explore PowerScale features to learn how easy it is to setup and manage the 
OneFS cluster. 

In this section we will be: 

1. Covering the initial setup of the OneFS cluster, accessing the UI and CLI for an overview. 
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Lesson 1 - PowerScale Initial Setup and OneFS 
Interface 

The PowerScale nodes are installed and powered on. Once the rack and stack is done, you connect 
to which ever node you want as your first node via a serial cable to have an SSH session. 

This brings up the OneFS wizard. From this wizard one can create a new cluster which is what was 
done here, you can also join an existing cluster as option two. This ability to join a node to an 
existing cluster is also available via the web UI. Your third option is to exit the wizard and manually 
configure the node to either build a new cluster or join an existing cluster. Some people like this 
manual approach, most find walking through the wizard to be the most efficient way. 

The fourth option is to reboot into SmartLock Compliance mode. This mode allows the cluster to 
conform to SEC regulations for finance or medical use or any other use where the company is 
required to manage everything as a write once, ready many with strong compliance controls in place. 
SmartLock Folders is also available when in standard enterprise mode allowing you to have a folder 
that follows much stricter standards for use by say HR or Legal. 

For this lab, since we do not have virtual access to the serial port on the nodes, we have configured 
up for you the basic four node cluster. 

Access PowerScale Management Interface 

In this exercise, you will investigate both the web administrator interface and the command line 
interface to learn how to manage the PowerScale Cluster. 

On the taskbar, double click the Chrome icon 
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Log into the web administration interface 

Log in with the following credentials 

• User Name: root 
• Password: Password123! 

Click Log in. 

Cluster Overview 

The Cluster Dashboard screen is displayed. Starting with OneFS 9.3.0.0 you now have a new 
Configuration tab and that is the new home page for the cluster overview page. 

Configuration gives you a high level overview of the SnapshotIQ, SyncIQ, Shares, SmartQuotas, 
Storage Pools and Object Storage (S3). 

Moving right to left, 

Node Status focuses on the in and out of data via the node interface, active client connections, node 
size, and throughput and CPU for the specific node that you have logged into. 

Cluster status starts with New event groups listing any and all event issues to look at if there are 
any. 

DEMO CENTER

Page 13HOL-0537-01 PowerScale OneFS - Getting Started (OneFS 9.3.0.0)



You have to the right Cluster size showing you available, VHS and HDD used / available. 

Right below the Cluster size is Storage efficiency both physical and logical usage and then to the left 
is the status of the actual cluster nodes. 

Scrolling down you will find Throughput and CPU with an option to display Average and Maximum 
and to the left of this is the Active Client Connections. 

If the cluster status indicators are not all green you will address this in a few steps. 

Note: At this time, you can click around the interface using the top tool bar to see what is listed 
under Dashboard, Cluster Management, File System, Data Protection, Access and Protocols. Some 
of these areas will be explored in upcoming lessons. 

Launch RoyalTS 

Minimize the web browser. 

On the taskbar, click RoyalTS. 

Connect SSH to the Cluster 

In the Navigations pane, double-click PowerScale Cluster and click Yes to continue. 
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Note: if you get a warning popup window, click Yes to continue. 

Using isi status 

Type: 

isi status 

Press Enter. This will display cluster status information for your four node cluster. 

Note: You can highlight the isi command and drag across to the terminal window once highlighted, 
this will then auto type the command for you. 
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How to quiet events 

If any Events are displayed or Cluster Health is anything other than OK type the following command: 

isi event groups bulk --resolved true 

Press Enter. This will acknowledge the cluster events.  

Using isi config 

To enter the configuration shell, type: 

isi config 

Press Enter. While in the isi config menu, you can alter node and network settings. 

To see a list of the commands available, type: 

help 

Press Enter. 
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Review the available commands that can be leveraged. 

When ready, type: 

quit 

Press Enter to exit the configuration shell and return to the main prompt. 

The isi command 

At the cluster prompt, to see a list of the isi commands available, type: 

isi 

Press Enter. These commands allow you to perform all the same tasks that can be accomplished 
from the Administrative Web Interface and more. 

Note: Depending on your size of monitor, you can also just type: 

isi | more 

Press Enter. This will show you sections of the help screen within the size of your monitor. 

Once done reviewing, proceed to the next step. 
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Module Conclusion 

Congratulations on completing Module 1. You have seen the power of PowerScale storage from 
setting up a cluster to various management features and the simplicity of OneFS administration via 
the GUI and CLI. 

We have covered the following lessons in this module: 

Lesson 1 - PowerScale Initial Setup and OneFS Interface 

Looking for additional information on PowerScale OneFS clusters, visit the PowerScale web 
site: http://www.delltechnologies.com/en-us/storage/powerscale.htm 
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Module 2 - Scale Out OneFS 
Nodes and Smartfailing 

[Duration 10 min] 
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Scale Out OneFS Nodes and SmartFailing - 
Module Overview 

This module is made up of two lessons. They are listed in the order for those that are new to 
PowerScale to learn and yet if you are an existing PowerScale customer and just want to explore 
specific feature, you can run any of the modules in any order. 

This module will walk you through actually scaling out the PowerScale OneFS cluster in Lesson 1 
before experiencing the Smartfailing of a node in Lesson 2 which ends with a reduction in cluster 
size. 

Lesson 1 - ScaleOut OneFS Nodes (5 minutes) - Basic - This module will walk you through what we 
call ScaleOut storage growth, a basic install of additional PowerScale OneFS nodes to your NAS. 

Lesson 2 - Removing Nodes by Smartfailing (5 minutes) - Basic - This module will walk you through 
the basic reduction of a node from your PowerScale OneFS cluster. A simple process that in this 
example takes minutes. 
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Key Solution Tenant - Use Case 

Businesses worldwide continue on their path towards larger Big Data than ever before and with this 
comes the frustration of IT administrators that have to grow their storage solutions by either 
replacing with larger storage devices or figuring out how to minimize disruption by adding storage to 
an existing storage solution. 

Dell PowerScale OneFS NAS is an administrators dream. 

PowerScale OneFS is a scaleout storage solution that allows an administrator to add nodes scaling 
the PowerScale storage cluster in size and speed with no outage to the production system. On top of 
this as you grow and move your cluster forwad with newer nodes, it is very easy to remove old nodes 
via our SmartFail system which moves data off the node and then removes it cleanly from the 
cluster. 

Not only is administration easy in growing or reducing the cluster, but it does not require a dedicated 
storage administrator to run, merging what has been two jobs in the past into one by allowing your 
server administrator to also handle the storage administration. 

ScaleOut NAS Growth 

Dell PowerScale OneFS provides the professional IT administrator a simple ability to add a node or 
nodes to their cluster and therefore increase storage of the overall cluster while also increasing 
performance and network connectivity. 

Growing your OneFS cluster can be done via three simple ways, from the control panel on the front of 
the node, you can join it to the existing cluster or log into the GUI for a few mouse clicks to join the 
new nodes to the cluster and finally join the new nodes via the CLI. Three easy ways to grow your 
PowerScale OneFS cluster on top of allowing a single cluster that can have nodepools that makes 
tiering just as easy all within the single OneFS system. 

DEMO CENTER

Page 22HOL-0537-01 PowerScale OneFS - Getting Started (OneFS 9.3.0.0)



SmartFail Nodes 

Dell PowerScale OneFS has SmartFail, a feature that allows you to remove a node or nodes from 
your cluster at any time. This feature is especially liked by IT Administrators for growing or moving 
the cluster to newer node versions and retiring out older nodes. This allows the IT professional to 
remove the nodes they do not want as part of the cluster after they have added newer nodes. 

SmartFail will move the data off the older node and upon all data movement, the empty node is 
removed from the cluster and can be then physically removed from the racked cluster. 
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BENEFITS SUMMARY 

Historically, storage management has been based on constructs defined by the storage array: LUNs 
and file systems. 

A storage administrator would configure array resources to present large, homogeneous storage 
pools that would then be consumed by end users needs. Since a single, homogeneous block storage 
pool would potentially contain many different application data and client machines connectivity; this 
approach resulted in needless complexity and inefficiency. 

Changing service levels for a given application usually meant relocating access to a different storage 
pool. Storage administrators had to forecast well in advance what storage services might be needed 
in the future, usually resulting in the over-provisioning of resources. 

Revolutionary is how OneFS has changed this approach and with it brings storage efficiency to one 
of the highest levels in the industry. 

OneFS administrators are able to easily add as many nodes and various different nodes into the 
same single cluster, on a single FS / Volume. PowerScale OneFS NAS responds with an individual 
storage system that can be grown including the use of NodePools and even handle the ease of 
moving data and removing nodes if needed either due to retirement or any change that might come 
the administrators way. 
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Lesson Breakdown 

This module contains the following lessons: 

• Lesson 1 - Scale Out OneFS Nodes 
• Lesson 2 - Removing Node by SmartFailing 

In this Module we will: 

1. Expand the cluster by adding nodes 
2. Removing them to experience the ease of growing the OneFS cluster as well as removal of nodes 

with SmartFailing. 
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Lesson 1 - Scale Out OneFS Nodes 

Many IT administrators are concerned about configuration of storage; however, PowerScale is 

one, if not the easiest storage system to configure and you will see just how easy it is by adding 

an additional node to the PowerScale cluster. Concern may exist about the amount of time 

invested if administrators have to run through the initial setup over and over again. Fortunately, 

PowerScale's true scale-out storage abilities make adding nodes a fairly trivial task. 

Scale-out storage is the ability to increase performance, capacity, and throughput by the 

nondisruptive addition of storage resources. PowerScale combines multiple nodes (think of 

them as individual servers) that do the following: 

• Creates a single scalable file system and volume 

• Provides increased levels of data protection and high availability, with N-way scalable resiliency 

• Overcomes application bottlenecks and mitigates the requirement to overprovision 

resources because of a predictable, linearly scalable I/O and throughput 

• Reduces cost through improved capacity utilization and storage efficiency 

• Provides enterprise features required for IT regulatory compliance 

• Delivers the capability to manage the entire cluster volume from any node 

Today's administrator want ease of storage growth by adding nodes via a serial connection 

session or the web UI. 

When you add a node to a cluster, you increase the cluster's aggregate disk, cache, CPU, RAM, 

and network capacity. OneFS groups RAM into a single coherent cache so that a data request on 

a node benefits from data that is cached anywhere. NVRAM is grouped to write data with high 

throughput and to protect write operations from power failures. As the cluster expands, spindles 

and CPU combine to increase throughput, capacity, and input-output operations per second 

(IOPS). 

In this lesson you will add a node to a cluster and see the power of the OneFS Scale Out growth. 

Open Browser 

If you still have a browser open from the last lesson, click on it to bring it to the forefront on the 
LaunchPad. If you closed it, then click the Chrome browser icon in the taskbar. 
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Cluster Login 

Sessions expire after a set time due to no activity, if needed log back into the UI, otherwise continue 
to the next step. 

Use root / Password123! for cluster credentials to log in. 

Click  Log in 

Cluster Management 

Hover over Cluster Management and click Hardware Configuration. 
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Add a Node 

Click +Add a node button in the upper right corner of the Hardware configuration screen. 

Add Node to Cluster 

Click the available Node in the Available nodes list. 

Click Add Node button in the lower right corner. 

Note: You will see a green pop up at the top of the Hardware Configuration screen confirming adding 
the node to the cluster. You can also if you so choose repeat this to create a 6 node cluster. 
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Dashboard 

Hover over Dashboard and click Cluster Overview 

Click Cluster status tab on the Dashboard page. 

Note: If you get any error, please just refresh the web browser. 
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Node Added Confirmation 

Scroll down to the Status section to see the node being added to the cluster, it will start off as red, 
change to yellow and by the time it is fully added over the course of just a few minutes will be green. 
The OneFS system will assign an IP to the node from the IP pool and sync up all data from the 
cluster. 

Conclusion 

You have now successfully added a node to your OneFS cluster. This shows how easy it is to grow 
as needed the storage system. You can also look to the right side of the web page and notice the 
Cluster size, storage efficiency have all gone up while Throughput and CPU along with CPU usage 
have changed as well. 
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Note: You have a 6th node that you can add to this for a total of a 6 node cluster if you so choose. 
This does allow you to play with Node pools then if you want or various other features of OneFS. 
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Lesson 2 - Removing Nodes by SmartFailing 

IT administrators say their worst on call nightmare is when you have a hardware failure and 

having to rebuild the data. 

OneFS protects data stored on failing nodes or drives through a process called SmartFailing. 

During the SmartFail process, OneFS places a device into quarantine. Data stored on 

quarantined devices is read only. While a device is quarantined, OneFS reprotects the data on the 

device by distributing the data to other devices. After all data migration is complete, OneFS 

logically removes the device from the cluster, the cluster logically changes its width to the new 

configuration, and the node or drive can be physically replaced. 

OneFS SmartFail devices only as a last resort. Although you can manually SmartFail nodes or 

drives, it is recommended that you first consult PowerScale Technical Support. 

Occasionally a device might fail before OneFS detects a problem. If a drive fails without being 

SmartFailed, OneFS automatically starts rebuilding the data to available free space on the 

cluster. However, because a node might recover from a failure, if a node fails, OneFS does not 

start rebuilding data unless the node is logically removed from the cluster. 

In this lesson you will see the ease of performing a SmartFail of a node. 

Node Removal 

The following steps will walk you through just how easy it is to fail out a node. This would be the 
logical way to remove old nodes from a cluster that are being replaced with new nodes as well as to 
replace a failed node with a new one under support contract. 

Cluster Management 

Hover over Cluster Management and click Hardware Configuration. 
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Smartfail a Node 

Here you will Smartfail node 5 out of the cluster, select node 5 and click the More button, then click 
Smartfail node. 
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Confirm Smartfail 

Click Smartfail button to the right of the pop up window to confirm smartfailing out the node. 

Note: You will get a green pop up confirmation screen at the top of the Hardware Configuration 
window. 

Dashboard 

Hover over Dashboard and click Cluster Overview 

Click Cluster Status tab 

Note: Refreshing the browser will get you a faster update than waiting for the default refresh to 
occur. 

Smartfail Visual Confirmation 

Observe in the Status field that the node selected will have an orange circle with an S in the middle. 
This indicates that this node is being Smartfailed out of the cluster. The cluster status will be a 
yellow dot. 
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Check progress 

The removal of the node can take several minutes. 

Refresh the browser to update the UI for the status of the node. 

Note: If time is limited, you can move on to the next module as this node removal will not affect the 
other lessons. 

Congratulations 

You have now successfully removed a node from your OneFS cluster. This shows how easy it is to 
shrink as needed the storage system for what ever reasons you may have such as retirement of older 
hardware. 
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Conclusion 

Congratulations on completing Module 2. 

We covered the following lessons in this module: 

• Lesson 1 - Scale Out OneFS Nodes 
• Lesson 2 - Removing Node by SmartFailing 

As you saw, it was very easy to add nodes scaling out your storage cluster and growing the size and 
performance without affecting the existing cluster. You also experienced just how easy it is to 
remove a node from the cluster. The scaleout feature of the PowerScale OneFS cluster allows you to 
have various levels of our storage nodes in a single cluster using node pools so that tiering and 
management of data storage can be done very easily via the GUI or CLI by a single IT administrator. 

SmartFailing is a feature that IT professionals have come to love about the OneFS clusters as it 
makes changing out hardware or addressing capitalization and retirement of older hardware a 
breeze in regards to moving the data off onto other nodes in the cluster and finally removing the 
physical hardware nodes themselves from the cluster. 

Looking for additional information on PowerScale OneFS clusters, visit the PowerScale web site: 
http://www.delltechnologies.com/en-us/storage/powerscale.htm 
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Module 3 - SMB and NFS 
File Shares, Creation and 

Administration [Duration 15 
min] 
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SMB and NFS File Shares, Creation and 
Administration - Module Overview 

This module is made up of three lessons. They are listed in the order for those that are new to 
PowerScale to learn and yet if you are an existing PowerScale customer and just want to explore 
specific feature, you can run any of the modules in any order. 

Lesson 1 - OneFS default shares and permissions (3 minutes) - Basic - This module will walk you 
through the default shares on the cluster and permissions assigned. 

Lesson 2 - Creation and Administration of SMB Shares (6 minutes) - Basic - This module will walk 
you through a basic creation of an SMB share. 

Lesson 3 - Creation and Administration of NFS Exports (6 minutes) - Basic - This module will walk 
you through a basic creation of an NFS export. 
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Feature / Did you Know? 

Protocols can be a hit or miss basket for some storage solutions. PowerScale OneFS has integrated 
support for industry-standard protocols. 

As companies increasingly turn to analytics applications to mine their unstructured data for 
business insights, in-place analytics is crucial. Optimally, your scale-out NAS will allows analytics 
applications to directly address your business unstructured data through the Hadoop Distributed File 
System (HDFS). 

Direct, in-place analytics relieves Hadoop application developers from creating specialized 
applications, and eliminates the need for redundant data copying activities or ingestion into a 
separate HDFS instance. 

Similarly, integration with VMware environments-especially VMware VAAI and VASA APIs- is 
important to increase virtualization performance and simplify the management of your virtualized IT 
environment. Such levels of Interoperability help you leverage large data assets more  flexibly-with a 
broad range of applications and workloads, and across a diverse IT infrastructure environment. 

Interoperability with your compute infrastructure is critical. Industry-standard protocols, including 
Internet Protocols IPv4, and IPV6, S3, NFS, SMB, HTTP, FTP, OpenStack Swift-based Object access 
for cloud initiatives and Native Hadoop Distributed File System (HDFS) are all important to 
seamlessly incorporate NAS into your workflows. 

In this day and age of increasing concerns for security, OneFS gives you secure by default Multi-
protocol. What this means is that other than the HTTPS access to the OneFS UI interface, all other 
protocols are disabled by default. You have to go into the global settings of the protocol you want to 
use and enable it before you configure up that protocol. 

Multiprotocol seamless integration of OneFS 

The Dell PowerScale® NAS platform combines modular hardware with unified software to harness 
unstructured data. Powered by the distributed OneFS® operating system, a Dell PowerScale cluster 
delivers a scalable pool of storage with a global namespace and multiprotocol data access. 

Multiprotocol data access, however, usually coincides with networks that contain several directory 
services, such as Microsoft® Active Directory® for Server Message Block (SMB) and Lightweight 
Directory Access Protocol (LDAP) for Network File System (NFS). 

The OneFS operating system presents a PowerScale cluster’s file system as a single shared volume, 
a single namespace that supports common data-access protocols, such as SMB and NFS. Linux 
machines access the PowerScale cluster’s file system using NFS; Microsoft® Windows® computers 
access the file system using SMB. The default shared directory of OneFS, which is ifs, lets clients 
running Windows, UNIX, Linux, or Mac OS X access the same directories and files. 
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BENEFITS SUMMARY 

OneFS provides multiprotocol access to files, it translates the permissions of Linux and Unix files to 
the access control lists of Windows files. As a result, a user who connects to the cluster with a 
Windows computer over SMB can access files that were stored on the cluster by a Linux user with 
NFS. 

The following diagram above summarizes how directory services (which are listed across the top of 
the diagram in the gray boxes), identity mapping, policies, and permissions play a role in the OneFS 
system of authentication and access control. 

End result is that OneFS has you covered for your most common protocols allowing you to have an 
easy way to configure up and share data no matter what the Client might be especially if you are 
using SMB or NFS connections. 
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Lesson Breakdown 

This module contains the following lessons: 

• Lesson 1 - OneFS default shares and permissions 
• Lesson 2 - Creation and Administrator of SMB Shares 
• Lesson 3 - Creation and Administrator of NFS Exports 

In this Module, we explore PowerScale OneFS SMB and NFS File Shares, Creation and 
Administration. 

In this section we will be: 

1. You take a look at the default shares on the OneFS cluster, create a file and review the POSIX 
properties to understand the environment. 

2. You will then create an SMB share from the GUI and from the CLI with assigned permissions to 
see the ease of SMB creation. 

3. You will then create an NFS exports from the GUI and from the CLI with assigned permissions to 
see the ease of NFS export creation. 
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Lesson 1 - OneFS Default shares and 
permissions 

Many IT departments dread this portion of the storage setup as they have spent many late hours 
working to correctly accomplish the task of setting up shares and the permissions for said shares. 

PowerScale fully supports Microsoft’s Server Message Block (SMB) protocol for Windows and 
Linux's Network File System (NFS) protocol. The wonderful part of the PowerScale OneFS solution is 
that it comes with both a default SMB and NFS shares that you can allow clients to connect to or you 
can disable the default shares and configure your own custom shares. 

In this lesson you will connect a Windows clients to the cluster and configure SMB shares (drive 
letters) using the lab infrastructure. 

This PC 

On the taskbar, click and maximize the Windows Explorer. 

Mapping the Drive 

The PowerScale cluster comes with a default Windows Share called ifs. Later in this lesson, you will 
view and edit the properties of the share, but for now you will use the existing connection. 

Click on the  ifs(IP), link in the This PC listing. 
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View mapped drive 

The drive that is mapped will display the default directory of .snapshot, data and home directories. 

Open the drive 

Click on the arrow next to the ifs drive to expand. 

Click the data folder. 

You should see a listing of existing data on that NAS directory. 
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Create a File on the Share 

Right-click on the data folder listing in a blank area, and select New >Text Document. Type a name, 
Test and hit Enter. 

Create Content 

Double-click Test to open it. Type Hello World 

Click File, and select Save. Close the file. 

Use RoyalTS to View Files 

On the taskbar, click RoyalTS. 
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Cluster Connection 

Verify you are sitting at a command prompt in your SSH session to the PowerScale Cluster. 

If not, double click the PowerScale Cluster to connect to the OneFS cluster. 

Reviewing POSIX Properties on a File 

Type: 

cd /ifs/data 

Press Enter. 

Type: 

ls -alhF 

Press Enter to view the test.txt document and its POSIX properties to the left. 

Note: Remember you can highlight and drag the command to the terminal window to avoid typing. 

Because it was created by demo\administrator connection to the cluster, DEMO\domain users 
(administrator) owns the file with rwx (read, write, execute) Unix permissions. You can also see that 
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root \ wheel is on everything else that is Linux and additional files that were moved from a windows 
client have the same windows properties as your test.txt file. 

Note: For those not familiar with Linux CLI commands, here is a basic explanation: 

• ls - Stands for list directory contents 
• -a - Include directory entries whose names begin with a dot (.). 
• l - (Lowercase letter ell) List files in the long format 
• h - When used with the -l option, use unit suffixes: Byte, Kilobyte, Megabyte, Gigabyte, Terabyte, 

Petabyte in order to reduce the number of Digits to four or fewer using base 2 for sizes. 
• F - Display a slash (/) immediately after each pathname that is a directory, an asterisk (*) after 

each that is executable, an at sign (@) after each symbolic link, an equals sign (=) after each 
socket, a percentage sign (%) after each whiteout, and a vertical bar (|) after each that is a FIFO. 

Conclusion 

You have now seen that it is easy to have a mapped share connected to the OneFS cluster and to 
create a file. You also were shown how easy it is to check the permissions on the cluster. Being that 
this is a FreeBSD based operating system called OneFS, it is normal to see the permissions for 
folders and files in POSIX format. 

For experienced Linux / Unix administrators, they will find it easy to use chmod from the CLI or via 
the GUI to change permissions as needed. For windows administrators, learning chmod is not that 
hard if they wish to manage permissions on folders and files via the CLI or can use the easy intuitive 
GUI to address this. 

End result is that PowerScale makes it easy to connect to your cluster via default SMB or NFS shares 
as well as easy to manage permissions. 
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Lesson 2 - Creation and Administrator of SMB 
Shares 

IT departments, to accomplish correctly the task of SMB share creation and administration can love 
or hate it. 

PowerScale fully supports Microsoft’s Server Message Block (SMB) Protocol for Windows. What we 
believe is one of the easiest ways to administor SMB shares you will now experience. 

You will create sub-directories for the data, create the SMB share from the GUI and the CLI and 
ensure they can be accessed properly. 

Browser Interface 

Switch to the OneFS GUI by clicking the Chrome browser in the task bar that you used. 

Note: If you need to log in use root / Password123! 

Access Windows Sharing (SMB) Page 

To display the current SMB shares, hover over PROTOCOLS, and click Windows Sharing (SMB). 

Create a SMB Share from the Web Administrative Interface 

You will see the default ifs share and the Windows-SMB share. You will now create a new share. 

Click Create an SMB share. 
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Creating the Share 

In Name field, type JohnWick 

In Path field, type /ifs/data/JohnWick 

Select Create SMB share directory if it does not exist 

Scroll down. 
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Members Editing 

In the Members area, select Everyone and click View/Edit 

Editing a User 

In the Edit member dialog, select Full Control in the Permissions drop down box. 

Click Save. 
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Create Share 

Click Save in the lower right corner. 

SMB Share Confirmation 

Your new SMB share is listed in the SMB shares list confirming success of creation. 
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Creating a SMB Share from a Command Line 

We will now create an SMB Share from the Command line. 

Launch RoyalTS 

Click RoyalTS on the taskbar 

Connect to Isilon Cluster01 

You should be on PowerScale Cluster 
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List existing SMB Shares 

Type: 

isi smb share list 

Press Enter. 

Create share and Assign Permissions 

Type: 

isi smb share create -d true BabaYaga /ifs/data/BabaYaga 

Press Enter. 

Note: -d is for the directory and true is for confirmation to create 
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All commands are case sensitive. 

Type: 

isi smb shares permission modify BabaYaga --wellknown Everyone -d allow -p full 

Press Enter. 

Note: --wellknown is for the account type followed by the account name, -d is for the permission 
type (allow/deny), -p is for the specific type (full/read/write), 

List Permissions 

Type: 

isi smb shares permission list BabaYaga 

Press Enter. 

List Shares 

Type: 

isi smb shares list 

Press Enter to see a list of shares 
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Browser Interface 

Switch to the OneFS GUI by clicking the Chrome browser in the task bar. 

Note: If you need to log in use root / Password123! 

File System Explorer 

To display the File System Explorer for OneFS, hover over File System, and click File System 
Explorer. 
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Data Directory 

Click data directory. This will open up the data folder. 

Notice you will see the BabaYaga directory you just created earlier via the CLI. 

Create Directory 

Click Create Directory button in the upper right corner. 

Directory Creation 

Type MimuSato in the Directory Name field. 
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Leave all other settings alone. 

Note: Starting with OneFS 9.3.0.0 Group and Others in the Permissions field will no longer be 
checked by default. There is also the new File name limits field which has default of Inherited (255 
characters, 255 bytes) but also has the option of Restricted and Full length. 

Click Create directory button in the lower right corner of the pop up window. 

Directory Created Confirmation 

You will see a green message of successful directory creation at the top of the UI and the directory 
will show up in the File System Explorer window. 
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Conclusion 

We hope you have found the PowerScale OneFS way to administer SMB shares to be an easy and 
enjoyable experience. No dedicated storage administrator is needed for an IT group to have up and 
running an PowerScale Cluster with SMB shares. 
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Lesson 3 - Creation and Administrator of NFS 
Exports 

IT departments, to accomplish correctly the task of NFS export creation and administration can love 
or hate it. 

PowerScale fully supports Network File System (NFS) Protocol for Linux's / Unix systems. What we 
believe is one of the easiest ways to administor NFS exports you will now experience. 

You will create sub-directories for the data, create the NFS exports from the GUI and the CLI and 
ensure they can be accessed properly. 

Create a NFS Share from the Web Administration Interface 

To display the current NFS shares, hover over PROTOCOLS, and click UNIX Sharing (NFS). You will 
see the default ifs share. 

Create Export 

Click Create Export. 
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Creating export, Enable mount access 

A create export pop up window will appear. 

In Directory Paths field, type /ifs/data/PaulAtreides 

Click Enable mount access to subdirectories. 

Optional, in the Description field type Paul Atreides folder. 

Optional, specifying the NFS clients that are allowed to access the NFS export. By not stating a 
client, then any system can access the NFS export. You can also see that with the updated UI you 
now have additional client options and a base permissions. 

Leave all other permissions as is including advanced settings. 

Click Create export in the lower right corner. 
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NFS Creation Confirmation 

You will see a green confirmation message pop in at the top of the UNIX Sharing  (NFS) page and 
then you will see the folder show up in the NFS Export list. 
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RoyalTS 

Click RoyalTS on the taskbar. 

Cluster SSH Session 

Verify your RoyalTS session is active on the PowerScale Cluster tab. 

NFS export List 

Type: 

isi nfs exports list 

Press Enter. 

Create and Verify Folder 

Type: 

mkdir /ifs/data/KimNa-Na 

Press Enter. 

Type: 
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ls /ifs/data 

Press Enter. 

Create Share 

Type: 

isi nfs exports create /ifs/data/KimNa-Na --all-dirs=yes 

Press Enter. 

Note: The above command creates an export supporting client access to multiple paths and their 
subdirectories. We did not add a description to the folder. 

All commands are case sensitive. 

NFS export List 

Type: 

isi nfs exports list 

Press Enter. 

Note: the Export ID for KimNa-Na, in this case it is 4, yours can possibly be a different number. 

DEMO CENTER

Page 64HOL-0537-01 PowerScale OneFS - Getting Started (OneFS 9.3.0.0)



Current Settings of an Export 

Type: 

isi nfs exports view 4 

Where 4 is the Export ID for KimNa-Na, replace this with the ID that appeared in your last command. 

Press Enter 

Note: This will show all the settings for the export KimNa_Na you just made. The default NFS export 
settings are applied to new NFS exports you create. These can all be adjusted using the isi nfs 
export modify (id) command. You can also change the default settings by using the isi nfs settings 
export modify command. 
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NFS Exports Check 

Type: 

isi nfs exports check 

Press Enter 

Note: This command checks for errors in NFS exports, such as conflicting export rules, invalid paths, 
and unresolvable hostnames and netgroups. A return of zero confirms no errors were found. 

Linux Client 

Double click on Linux Client GUI under the navigation list in the upper left corner of RoyalTS. 

Note: This will auto log you into the client as the root administrator. 

Terminal Access 

Click in the terminal windows and press Enter to wake up the Linux client. 

Click Activities and move the mouse to Terminal. Click the Terminal icon. 
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NFS Mount Creation 

Type: 

mkdir nfsmount 

Press Enter. 

Cluster Export Mount Connection 

Type: 

mount 192.168.1.21:/ifs/data/PaulAtreides nfsmount 

Press Enter. 
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Note: if you receive a mount.nfs: Connection reset by peer message, return to the PowerScale 
Cluster tab on Royal TS. 

Type: 

       isi services nfs disable 

Press Enter 

Type: 

       isi services nfs enable 

Press Enter 

You can now reissue the above mount command. 

Mount Verification 

Type: 

mount 

Press Enter. 

You should see the details at the end of your list as shown here in the screen capture. 

Additional Mount Details 

Type: 

df -k 

Press Enter. 

Note: df will display the free disk space of the specified file system or on the file system of which file 
is a part. The -k option uses 1024 byte blocks rather than the default. This overrides the -P option 
and any BLOCKSIZE specification from the environment. 
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Directory Contents Confirmation 

Type: 

ls -lrt nfsmount 

Press Enter. 

Note: The ls is for listing the contents of the directory. The options are as follows: 

• -l - (lowercase letter ell) List files in the long format. 
• r - Reverse the order of the sort 
• t - Sort by descending time modified (most recently modified first) 

Note: At this step the directory is empty as you see with the total 0, we will now create a file in the 
directory in the next step. 

File Creation 

Type: 

touch nfsmount/testfile 

Press Enter. 
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File Creation Confirmation and Permission Review 

Type: 

ls -lrt nfsmount 

Press Enter. 

You have now successfully created a file on that NFS share on the cluster. 

Chrome Browser 

Click chrome in the taskbar. 

File System Explorer 

If you are logged out of the OneFS UI, log back in using root/Password123! for user/password. 

Hover hover over File System. 

Click File system explorer. 
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File Verification in PaulAtreides Directory 

Navigate to /ifs/data/PaulAtreides directory. You can do this by click on the data folder and then 
click the PaulAtreides folder or enter the path and press Enter. 

You should see your testfile you created from the Linux client verifying that you have a file on the 
OneFS cluster. 
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Conclusion 

Congratulations on completing Module 3. You have experienced the power of PowerScale storage 
protocols and specifically the ease of setting up SMB shares and NFS exports. 

We have covered the following lessons in this module: 

Lesson 1 - You took a look at the default shares on the OneFS cluster, created a file and reviewed the 
POSIX properties to understand the environment. 

Lesson 2 - You then created SMB shares from the GUI and from the CLI with assigned permissions 
to see the ease of SMB creation. 

Lesson 3 - You then created NFS exports from the GUI and from the CLI with assigned permissions 
to see the ease of NFS export creation. 

OneFS provides secure access to SMB and NFS clients by connecting to directories services, 
authenticating users, and controlling access to files. To manage security in a context of 
multiprotocol data access, OneFS relies on access tokens, file permissions, user identifiers, user 
mapping rules, ACL policies, and extensions to common Unix commands such as chmod and ls. By 
manipulating these mechanisms, you can manage the access of client computers and end users to 
make sure that it is at once seamless and secure. 

Looking for additional information on PowerScale OneFS clusters, visit the PowerScale web 
site: http://www.delltechnologies.com/en-us/storage/powerscale.htm 
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